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The Electronic Privacy Information Center ("EPIC") submits the following feedback to the European Commission’s Proposal for Harmonized Rules on Artificial Intelligence (hereinafter, the Artificial Intelligence Act or “AIA”).

EPIC is a public interest research center in Washington, D.C. EPIC was established in 1994 to focus public attention on emerging privacy and human rights issues and to protect privacy, freedom of expression, and democratic values in the information age. EPIC has a long history of promoting transparency and accountability for the use of systems with potential high-risk impacts on data subjects, at both a national and international level. EPIC has litigated cases against the U.S. Department of Justice for documents regarding “risk assessment tools” and against the U.S. Department of Homeland Security for documents about a program to assess the

---

probability that an individual may commit a crime in the future. In 2018, EPIC, together with leading scientific societies, successfully petitioned the U.S. Office of Science and Technology Policy to solicit public input on U.S. Artificial Intelligence Policy. EPIC has recently submitted comments relating to the AI system classification framework proposed by the OECD as well.

While EPIC concurs that regulation of AI systems is desperately needed, EPIC believes that the AIA would not meaningfully address the identified privacy and human rights concerns related to use of AI systems. In particular, the combination of vague language and broad exemptions undermines the purpose of the AIA. In order to create more robust and meaningful protections and to remedy the current shortcomings of the AIA, EPIC recommends the following actions be taken:

- Close loopholes and remove exemptions on regulatory requirements for AI systems and expand prohibitions where necessary
- Mandate that individuals subject to AI system decision-making be notified prior to use of the system
- Fully ban emotion recognition and biometric categorization systems
- Require that conformity assessments be reviewed and approved by data protection authorities prior to use

**EPIC urges the Commission to close the multiple exemptions and loopholes on regulatory requirements for AI systems within the AIA**

The AIA contains extensive AI systems use requirements that appear to protect user privacy and curtail unnecessary or high-risk use. However, the current proposal undercuts its own impact by including numerous exceptions and loopholes. These gaps in protection would functionally allow for extensive use of AI systems that are high-risk, unnecessary, and manipulative while the existence of the AIA would give individuals a false sense of protection. We have highlighted the most significant exceptions—both those explicitly written into the AIA and those stemming from lack of clarity—that we propose be modified or removed in order to provide adequate protections for individuals.

First, the current draft purports to specifically prohibit certain systems—that is, artificial intelligence systems which use subliminal techniques to affect a person’s behavior, exploit any vulnerability of a group due to age or disability, classify or evaluate a person’s trustworthiness, or use “real-time” remote biometric identification in publicly accessible spaces for law enforcement. However, the prohibitions are too narrowly drafted, applying solely to a small
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subset of harmful systems. As an example of how the drafted scope severely limits application to AI systems, consider systems that use subliminal techniques. According to the AIA, these systems may not be used if they (i) deploy subliminal techniques which are (ii) beyond a person’s consciousness (iii) for the purpose of materially distorting a person’s behavior (iv) in a manner that causes or is likely to cause that person or another person physical or psychological harm. All of these factors must be present in order for the system to be banned.

Evaluating whether these elements are all present for a given system (and, thus, determining that the system should be prohibited) would be a highly subjective exercise that could lead to varied and inconsistent enforcement. How would an enforcement body determine whether the system materially distorted a person’s behavior? How would an enforcement body conduct that evaluation? What level of technical and psychological expertise would be required to make the determination that a person’s behavior was affected by a system, much less that the distortion was material? How can a person prove that techniques beyond their consciousness actually distorted their behavior when they would, presumably, be unaware of any techniques beyond their consciousness? The lack of clear answers or even methods for determining answers to these questions undermine the impact of this rule.

It is also unnecessarily limiting to only focus on physical and psychological harms caused by these systems, which would leave unaddressed a broad swathe of damage inflicted by manipulative AI. Indeed, the fact that an AI system is designed to intentionally and subliminally manipulate individuals should in and of itself be considered harm enough to trigger the prohibition. As mentioned in other analyses of the AIA, the specificity of the harm requirement severely limits the impact and scope of this prohibition, excluding reputational harms, financial, employment, educational, social, and more. In addition, as many have already noted, this limitation would completely ignore the effects of cumulative harms. We note that these harms are also disproportionately impactful on already-vulnerable groups, including minorities, the disabled, trans and non-binary individuals, the socioeconomically disadvantaged, and others.

An additional problem with these purported prohibitions—beyond the overly narrow definitions illustrated above—is an overabundance of exemptions. Let us consider another “prohibited” system type: real-time remote biometric identification systems in publicly accessible spaces. In order for the prohibition to apply, several factors must be present and
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multiple exceptions may apply even where all factors are present, severely weakening the value of the prohibition.\textsuperscript{15} The prohibition applies to use of (i) real time (ii) remote (iii) biometric identification systems (iv) in publicly accessible spaces (v) for the purposes of law enforcement.\textsuperscript{16} These systems are NOT prohibited if their use is considered “strictly necessary” for targeted search for specific potential victims of crime; prevention of a specific, substantial, and imminent threat to the life or safety of natural persons or a terrorist attack; or pursuit of a suspect of a dizzying array of crimes (ranging from human trafficking, terrorism, and murder to computer crime, racism, corruption, and fraud).\textsuperscript{17}

The AIA describes a balancing test weighing the potential harm if the system is not used against the potential impacts on the rights and freedoms of affected individuals if the system is used, stating that this test should be applied prior to use of a system for any of the listed exceptions and that necessary and appropriate safeguards should be applied.\textsuperscript{18} Prior authorization is generally required to rely on of one of the listed exceptions—however, this requirement is waived until after use in “urgent” situations.\textsuperscript{19} In addition, while competent authorities may be pre-authorized for “individual use” of a biometric system, it is unclear whether an “individual use” may be for thematic (i.e. broadly applicable to organizations, places, or purposes) or individual purposes, which would significantly broaden the pre-authorization scope.\textsuperscript{20}

The extensive exemptions detailed above for real-time remote biometric tracking—combined with the option for Member States to authorize use of these systems in broad terms—severely weaken the protections against biometric surveillance. Setting aside the numerous exceptions listed, the phrasing of the prohibition presents a veneer of limiting biometric surveillance while functionally allowing biometric tracking practices to continue with only minor inconvenience. The “real-time” stipulation allows for European law enforcement agency use of recognition software services like Clearview AI or Poland-based PimEyes on previously recorded footage or images to identify individuals, track their movements, and attempt to link their behavior to certain social categories.\textsuperscript{21} The regulation also permits use of biometric identification systems to recognize sensitive characteristics, such as an individual’s gender, sexuality, race, or ethnicity, leaving open the possibility of perpetuating existing harms
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towards historically marginalized communities and individuals.\textsuperscript{23} Rather than enhancing community safety and security, the proposed regulation functionally permits the indiscriminate use of biometric recognition technologies in the public sphere so long as that recognition does not occur in real time under extremely particular circumstances.

This prohibition is limited to use for law enforcement purposes, allowing for biometric surveillance by private companies or actors, which would limited only by existing regulations, such as the General Data Protection Regulation. This is not a hypothetical impact. Such systems are already in use by private companies in the EU.\textsuperscript{24} Finally, this modified “prohibition” falls far short of recommendations from public bodies and NGOs related to use of automated recognition systems in publicly accessible spaces.\textsuperscript{25} As demonstrated here and above, the prohibitions listed in Article 5(1) of the AIA offer a façade of protection rather than the real thing.\textsuperscript{26}

The scope of these exemptions would be incredibly broad. For example, AI systems developed or used exclusively for military purposes do not fall under the AIA.\textsuperscript{27} Public authorities and international organizations using AI systems under international law enforcement or judicial cooperation agreements with the EU or Member States are also fully exempt.\textsuperscript{28} All of these exemptions and gaps add to the sense that many, if not most, invasive AI systems and their use would be relatively unaffected by the AIA.

**EPIC recommends that an explicit requirement to inform any data subjects who may be affected by AI decision making be added to the regulation**

Requirements to inform affected individuals of processing by AI systems are limited in the current AIA and, when present, are not always consistent or clear. EPIC recommends that an
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explicit requirement to inform data subjects who may be affected by AI decision making be added to the regulation, including notice to individuals affected by AI-generated recommendations even where humans take part in the final action.\textsuperscript{29} EPIC urges the Commission to consider mandating that notification be given prior to system use, along with an option to reject or challenge the use of AI decision making.

A key inadequacy of the AIA is a lack of mandatory notification—particularly where automated decision-making systems are used. The proposal currently requires that people only be informed when they “interact with” an AI system, encounter a system that generates or manipulates content into “deep fakes,” or when their emotions or characteristics are recognized through automated means.\textsuperscript{30} The current draft does not define what constitutes an “interaction” with an AI system. Further, the AIA mandates notification to users that interact with an AI system UNLESS this is obvious from circumstances and context—a significant loophole.\textsuperscript{31} What would render interaction with an AI system “obvious” is left undefined. The mandate to inform in each of the listed cases does not apply if the system is used to detect, prevent, investigate, or prosecute criminal offenses.\textsuperscript{32}

Imposing a notice requirement across both “high-risk” and “non-high-risk” AI systems would rightfully reflect an understanding of the dangers all AI systems pose to fundamental rights, regardless of whether or not the Commission has designated them as “deserving special consideration.”\textsuperscript{33} However, the proposed legislation stops short of providing meaningful information and transparency to individuals by limiting notification requirements to just three circumstances. There is no notification requirement for other “high risk” uses of AI systems, such as the use of AI-assisted decision-making systems for benefits eligibility, credit, education, or employment.\textsuperscript{34} Despite the limited notice requirements present in the AIA (and discussed above), the existing transparency requirements are ultimately insufficient to ensure adequate transparency, fairness, and accountability in the design, development, and deployment of AI systems as stipulated by the Universal Guidelines for Artificial Intelligence.\textsuperscript{35}

Using AI systems to make decisions about public benefits, health care, employment, or housing—whether or not those decisions are fully automated—can threaten fundamental rights, harm human dignity, and disproportionately affect historically marginalized groups.\textsuperscript{36} These risks are exacerbated when individuals have no knowledge of the AI systems they encounter or their associated risks. In 2008, a Federal Trade Commission (“FTC”) suit against a credit card company alleged that the company was using an undisclosed behavioral scoring algorithm to
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reduce consumer access to credit following transactions related to marriage counseling, therapy, and massages.\textsuperscript{37} Individuals using the credit service had no prior knowledge that their conduct would be entered into an AI system, much less that such conduct would be used to determine their credit limits.\textsuperscript{38} Similarly, LexisNexis’ cache of over 45 billion records, including criminal records, bankruptcy information, cell phone numbers, and property history, is now being used to predict patients’ health risks and costs.\textsuperscript{39} These predictions may influence clinician decisions regarding medication prescriptions and have been shared with an actuarial firm that is testing how the scores could be used to price insurance plan premiums, all without the knowledge of the individuals affected.\textsuperscript{40} Failing to inform individuals of AI system use meaningfully deprives them of actionable knowledge, the opportunity to protect their information from this use, and can have a detrimental effect on access to basic necessities, enacting real-world harm.

Limiting notice requirements solely to AI systems that interact with individuals, are used for biometric identification, or facilitate deep fakes may also deny equal access to services based on opaque and arbitrary analysis and allow inappropriate, skewed, or biased applications of technologies. In 2019, a study on a health care screening algorithm found that the algorithm routinely classified Black patients as ineligible for a specialized care management program.\textsuperscript{41} According to the researchers, because less money was spent on Black patients who had the same level of need as equally sick White patients, the algorithm inaccurately concluded that the Black patients were healthier and did not need extra care.\textsuperscript{42} While the algorithm did not use biometric information and instead relied on health care cost data in its analysis, that reliance on costs ultimately proved to be an unrecognized mechanism of bias. Though the algorithmic predictions were well-calibrated across races, that only served to obfuscate rather than mitigate bias and, in this case, enshrined an existing bias into ongoing care decisions.\textsuperscript{43} A notice that an algorithm may be used to determine whether additional care is required would have been insufficient and would likely not have prompted the kind of examination that would reveal the inherent bias. As this case demonstrates, an effective notice requirement must not only ensure that individuals are informed that an AI system is in use, but also provide sufficient detail of how that system will
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function, its decision-making criteria, and known and foreseeable risks associated with it. For these reasons, EPIC recommends that Article 9(4) be adjusted to communicate residual risks of AI systems not only to the user, but also the data subject.

Though some have proposed that human intervention or final human decision-making would be sufficient to counteract biases or detrimental effects of AI-based recommendation systems, research demonstrates that human intervention fails to address major concerns about transparency or control; individual reviewers are often unable to evaluate quality and fairness of outputs or may have their own biases. In addition, use of human “oversight” as a rubber stamp sign-off on AI system decision-making may remove protections for individuals, such as the GDPR requirement that individuals have the right not to be subject to decisions based solely on automated processing (the human oversight in this case making the decision no longer based “solely” on automated processing even if the bulk of the decision rests on automated processing). Finally, human oversight blurs the lines of who is responsible for AI harms—the human operators or the systems they are tasked with understanding and controlling. While it may be tempting to believe that a human oversight element can meaningfully address the inherent problems with AI system decision-making, the research does not bear this out.

The proposed regulations’ limited ban on law enforcement use of real-time biometric identification systems in publicly accessible spaces also presents a serious risk that many individuals will be subject to AI surveillance systems without prior notice. Because the current proposal contains numerous exceptions to a general prohibition on law enforcement use of AI systems for “real-time” biometric recognition (as discussed above), it leaves EU authorities with a broad ability to deploy AI surveillance. The potential reach of law enforcement use of “real-time remote biometric identification” is further extended by the proposed regulation’s broad definition of “publicly accessible space,” which includes any physical space “accessible to the public” regardless of whether certain conditions for access, such as purchasing an admission ticket, apply. This definition would allow roads, sidewalks, and public buildings to be monitored by intrusive surveillance systems. Individuals in transportation hubs, cultural centers, and sports arenas could also be impacted. While the Commission recognized that the use of AI systems for “real-time remote biometric identification” could “ evoke a feeling of constant surveillance” and chill “the freedom of assembly and other fundamental rights,” the broad
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definition of publicly accessible space and sweeping exceptions for law enforcement use of biometric-based surveillance systems do little to prevent those substantial risks.\(^4^9\)

In addition to providing notice of the AI system use to affected individuals, there should also be a meaningful option to opt-out of these systems. Merely informing individuals of AI system use without providing them a clear opportunity to opt-out could allow pernicious AI systems to operate behind a facade of consent. As has been the case with cookie consent under the GDPR, when notices are misleading or choices difficult to implement, the fact that use of a system has merely been disclosed does not establish consent as a legal basis for processing.\(^5^0\)

Researchers have highlighted the difficulty of opting out from biometric recognition systems and EPIC recommends that the Commission take these challenges into consideration when mandating an ability to opt out for AI systems. In particular, the Commission should consider mandating that the AI systems be structured as opt-in to more meaningfully protect privacy and inform individuals.\(^5^1\) This recommendation, along with the recommendation to inform data subjects of all AI system use and mandate notification prior to AI system use, corresponds with the AI Ethics Guidelines finalized by the European Commission’s High-Level Expert Group on Artificial Intelligence in 2019.\(^5^2\) Fully informing individuals about AI systems is a critical step toward effective regulation, meaningful transparency, and actionable accountability.

**EPIC recommends that emotion recognition systems and biometric categorization systems be fully banned**

While nominal limitations on use of AI systems related to emotion recognition and biometric categorization are present in the AIA draft, use of these systems is still permitted in certain contexts. EPIC recommends that the Commission fully ban emotion recognition and biometric categorization systems, as the proposed notice requirements cannot mitigate the severe problems of inaccuracy and bias that are inherent within these technologies.
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Despite persistent reports of mass inaccuracy and intrinsic bias, in both real-world and theoretical applications, use of emotion recognition and biometric categorization systems has exploded across multiple sectors, many of them extremely high-impact for data subjects. For example, companies may employ emotion recognition systems to generate “employability” scores for job applicants, analyze the purported impact of advertisements and the emotional status of customers, and attempt to detect shoplifters. Some firms have also suggested that these programs be used by law enforcement, claiming that the AI systems may detect signs of deception, anger, stress, and anxiety in detained individuals. These systems all rely on algorithms based on early research that proposed the existence of universal emotions and a strong correlation between emotion and facial expression. However, a 2019 meta-analysis of the relevant scientific literature revealed that there is actually no reliable evidence that an individual’s emotional state can be inferred from their facial movements. Emotion recognition technology is unable to “confidently infer happiness from a smile, anger from a scowl, or sadness from a frown” because it glosses over cultural and social contexts.

Algorithms often fail to capture the complexity of human emotion when used in the real world. For instance, data shows that people only scowl approximately 30% of the time when they’re angry—therefore, if an algorithm views a scowl as a necessary component of anger, it will be wrong about the subject’s emotional state about 70% of the time. Similarly, since women are often socialized to smile in the workplace in order to avoid negative repercussions and appear more pleasant, a smile is not a reliable indicator of actual happiness or agreement. In addition, emotion recognition systems do not consider other factors such as an individual’s body movement, personality, and tone of voice in their perception of emotion, and cannot even distinguish between an intentional wink or an involuntary blink. Many software companies
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claim high rates of accuracy but refuse to produce evidence corroborating that these automated techniques actually work, while other research has demonstrated how easy it is to “trick” these algorithms into perceiving certain emotions that don’t reflect how an individual is truly feeling. Ultimately, emotion recognition programs threaten individual privacy, freedom of thought, and additional fundamental rights by constantly surveilling a person’s demeanor and forcing people to act according to an algorithm’s frequently culturally and individually-biased idea of “mainstream” behavior in order to avoid getting flagged and potentially facing real-world consequences or losing real-world opportunities.

Emotion detection technology also threatens to reinforce harmful racial stereotypes. These algorithms often have racial bias built in—for example, by assigning the faces of Black men more negative and threatening emotions than White men regardless of how much the Black men smiled. One software system, Face++, rates Black faces twice as angry as their White counterparts, and Microsoft’s Face API scores Black faces three times more “contemptuous” than White faces. Using biased software will lead to disastrous consequences: not only could people of color be prematurely eliminated from company hiring pools, but individuals flagged as “threats” by government agencies are also more likely to be followed, detained, placed on a no-fly list, or even face criminal sanctions.

Biometric categorization systems, which attempt to link an individual’s biometric data to certain traits and proclivities, are similarly based on false assumptions and threaten dangerous repercussions. Far from an objective method of analysis, biometric categorization harkens back to the dark days of phrenology and physiognomy, when researchers attempted to draw character inferences based on an individual’s skull measurements and facial features. These pseudoscientific techniques have historically been used to fuel nationalism, white supremacy, and xenophobia, and the spurious science behind new biometric technologies threatens to entrench these same insidious power structures. At least one company currently offers automated services that it claims can predict how likely someone is to be a terrorist or pedophile based only on facial features, and other researchers have advertised algorithms that can predict autism, detect a person’s sexuality, or predict a person’s likelihood of engaging in criminal behavior just from analyzing their face.
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However, since predictive algorithms rely heavily on historical data, they tend to reproduce traditions and practices of the past that have been unjust to marginalized individuals. For instance, algorithms that purport to predict the likelihood of a person’s criminality are trained using data from racist criminal justice systems that punish people of color at disproportionate rates, which results in a similarly racist algorithm. Similarly, attempting to use biometric data to determine an individual’s sexuality is not only methodologically flawed, but may also be used to discriminate against people believed to be gay. Biometric technologies also frequently depend on categorizations inherently harmful to trans and non-binary individuals, since scientists inevitably use their own perceptions of gender to train their algorithms to recognize various traits, which means that these systems are infused with dominant norms and stereotypes. Ultimately, biometric categorization systems tend to subject anyone whose appearance deviates from imposed norms to heightened scrutiny, resulting in larger burdens on people of color, gender minorities, and people with disabilities. Finally, no conclusive evidence that physical appearance is clearly tied to character traits in such a way that biometric categorization would ever be successful.

Given the current state of these system types and lack of any clear path to resolving these systemic issues, a total ban on emotion recognition and biometric categorization systems is the only adequate solution to the myriad of harms these technologies present to individuals. Article 52(2) of the AIA draft currently mandates that subjects exposed to these systems must be informed of the operation, with the exception of automated systems of biometric categorization used by law enforcement. However, mere notice of use—particularly with such a broad caveat—
is a disproportionately lenient response to the societal wrongs these systems perpetuate, as notice does nothing to ease the inaccuracies and biases these mass surveillance technologies propagate, nor is it accompanied by a clear and simple method for individuals to refuse to be included in the operations. Indeed, permitting use of these systems in any context appears to validate them. Research suggests that AI programs will never be able to classify human behavior accurately and consistently because human behavior is inherently open-ended, fluid, and ambiguous, with makes our behavioral pathways too complex and unpredictable for an automated system to grasp. Therefore, it is not possible to simply reform these technologies to be less biased or more accurate, and they must be banned in order to fully protect the privacy and freedom of individuals.

**EPIC recommends that all conformity assessments be reviewed and approved by data protection authorities prior to the relevant AI systems being used in the market**

Currently, the AIA requires that all high-risk AI systems listed in Annex III undergo conformity assessments to ensure compliance with the AIA. Not all of these conformity assessments, however, must be reviewed by a third-party auditor. Indeed, with a few exceptions—for example, if the high-risk AI system involves remote biometric identification or is already regulated under existing product safety law—conformity assessments are purely internal processes: the provider completes an internal assessment procedure and self-reports compliance by affixing a “CE marking of conformity” to the high-risk AI system. Without third-party oversight, there is no guarantee that these conformity assessments will accurately or comprehensively reflect the robustness or shortcomings of the development, design, and deployment of high-risk AI systems. Because of the sensitive nature of these high-risk AI systems—and their potential to inflict widespread harm if not managed appropriately—indeed review is a crucial mechanism for oversight and quality assurance. While we
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recognize that this imposes an additional obligation for AI system developers, solely internal assessments could quickly devolve into meaningless box-checks.

Making conformity assessments available to the public would also increase the transparency and public accountability of high-risk AI systems. Currently, public notice under the AIA is achieved primarily through a requirement that providers enter “meaningful information about their systems and the conformity assessment” into a broader EU database.\footnote{Id. at Explanatory Memorandum, 5.1.} There is little guidance, however, on what “meaningful information” includes. EPIC recommends that this EU database include the conformity assessments submitted for all high-risk AI systems, with possible exceptions or redactions for trade secrets and otherwise sensitive information.

The importance of independent review and public transparency is rooted in the existing scholarship on impact assessments. A report released this year on algorithmic impact assessments emphasized that these assessments, which mirror conformity assessments in form and intent, “cannot achieve genuine accountability” unless they are reviewed by an external forum able to mandate changes to an AI system.\footnote{Moss et al., Assembling Accountability: Algorithmic Impact for the Public Interest, Data & Society 9 (2021).} The same report held that “the broader the public access to an IA’s [impact assessment’s] processes and documentation, the stronger its potential to enact accountability.”\footnote{Id. at 15; also see, e.g., Roger Clarke, An evaluation of privacy impact assessment guidance documents, 1 Int’l Data Priv. L. 111, 115-116 (2011); David Wright et al., A Comparative Analysis of Privacy Impact Assessment in Six Countries, 9 J. Contemp. Eur. Rsch. 161, 164 (2013).}

EPIC also recommends that the Commission develop clearer guidelines for determining when high-risk AI systems should undergo re-assessment, both for compliance certifications issued by third parties and for any CE markings of conformity. For high-risk AI systems that are subject to third-party auditing by notification bodies, compliance certifications are valid for no more than five years. Any change to the AI system that could affect compliance, moreover, must be reported to the notified body, which would then decide whether a new conformity assessment is required.\footnote{Annexes to the Commission Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts, at Annex VII 4.7, COM (2021) 206 final (Apr. 21, 2021).} Otherwise, the AIA states simply that high-risk AI systems subject only to internal conformity assessments must undergo a new conformity assessment “whenever they are substantially modified.”\footnote{Commission Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts, at Title III, Article 43.4, COM (2021) 206 final (Apr. 21, 2021).} EPIC recommends that the Commission clarify this language and hold that any changes in the AI system or its use should entail immediate re-assessment. This would ensure compliance with the AIA’s regulations at all stages of a high-risk AI system’s development and evolution.
**Conclusion**

The European Commission should incorporate the recommendations listed above into the AIA in order to protect the fundamental rights of individuals against the risks posed by AI systems. Addressing the myriad exemptions and loopholes, mandating notification of AI system use to individuals, banning emotional recognition and biometric categorization systems, and requiring review and approval of conformity assessments will strengthen protections for individuals, enact meaningful enforcement of compliance requirements, and counter potential misuse of and discrimination through AI system use.
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